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1
of Brief recap on sequences (9-1)

① Real numbers (1
,
+, -,

(

IR > > > IN
- I

-

2 ,
1 , 2 ,
5

, ... 4
neal rationals

Reatisfies the bast upperbod acious :

Every empty subect A that has an upper band

has a least upperbound
,
written sup A

: A= { 94 4 , q22} admits2 as

un upperbond ,
these is therefore e= sup

A such

that if <0
,

a -5 is not an upperbond .

-

In the example : supA=E GIR irrationnel
-



supA is the optimal solution to the problem of finding
an upper bond of A

A + +xx
->
a

A

0 ⑭SupA
a lower element of ↑ another
bound A M upperbound

the best upper boud .

There are no upperbands smalle them sup A

Similarly , inf A is the optimal solution to

the problem of finding a lower bound of A .

1) infA and sup A marily
in the set A .



Arequence Caminci (withreal values is a map

from IN (or some subset [no
,
+P)CIN) to

IR
. For each neIN ,

andIR is the "nith ter" ofthe
Emples : Ebonacci ecquence

sequence .

⑪ ao=190 = 1

For U ? 0
,

antz = antL+ an
.

② UnEINY an=↓ IN*= IN1403 = 41
,
2
....3

Lef Let TER
,

me

say
that a sequence lanewonvorges to e ,

we corite : m

nto

an =
l if :

Usso
,
ANGINY

,

UncN
,

lan-elE

"For
any emorboleance d

,
one can find come integnN

such that for all integus greater then N ,

an approximates & to the
given eild E

.

"

As an example of how this definition works we

will illustrate the proof of toi



For this me will apply one assion to discuss first :

Lemma : IR is archimedean .

-

is Let ocacb them these is neIN

such that na2 b .

"Thereave no infinitely small real numbers
"

ie . if ocacb
,
and I add a litself I times

,
at .. + a
en

for large enough n theresult will be greater than b .

" n

Hof : Let E= {ntI , na<bY .

and consider A = S na ; MEEY CIR

A = ↓ because a = 1 .a<b .

since forenoy neE ma<b it follows that
Tisanupper band

these is a lowest
upper bound sup

A
.

By definition supA - a is not an upperband
-
-

so there is MoGIN such that supH -a <non

but then sup A <Motia ,
co (nota & A

i .e (notil a = b



↳q hir I =O .

n-to
A

f Let SEIRIY
,

without loss of generality

we can choose <ECI
.

Now since IR is

achimedean
,

no CIN
,
ro I

but if meno menod= I

hence
,
fallueno

,
oct

o*

l-o* a .

therefore bo = 0 ·



Another basic but important limit ...

Let g to ,
what is :

lim q" = !
a -+

if 191<1 him q = 0

hist s

if 9 = 1 lim q4 = 1
n- + 1

M

if 9> I lim q
= +1

n-+ As

if 94-1 then the sequence has no limit

partial poof : if 9309" = en9
.

If 02921 , luq <0 and so him alg =- 1

must

livehowever hime = 0
,
to

n- to
9 = 0 ; etc ...

x-s -
-

Monotone convergence
theorem

TM Every increasing sea :Gr with upper bound

converges . li ar =

sup San ,
HEIN3

n-sto

· Every decreasing seq .() with a lower boud

I quatest lowerbond
conveges

↳bu = b ; n EN I



↓ lan) increasing ,
for every n anti I an

+ (an) decreasing for every n anti- an

Proof" It follows from the least upperband acciou but

I will just illustrate the idea on a drawing :

Suppose some sequence (anleit is increasing
and bounded

,
A = 4 an ,

neIN3

âsstan Ina

SA
the tems of the sequence
have no choice but to

accumulate meansup A .

Fancy mathematical
way (They may reach it and then the

of saying "consequence 4

sequence will be constant)
↓

Corollary : An increasing sequence either converges on
-

diverges to infinity :

(AJ0 ,
INEIN

,
AuzN

, an-Al.



we conte him an
= + S

.

n-+1

Everese canyou write what live an= - 0 means ?
- n--+

Remank In fact it is sufficient that the monotonic
-

behavio be attained after a finite number of
terms -

Completeename(amph -
et

E Mo
=

1

-

If Unl converges them vince xtx ic is a continuous

e +6
- l - e - 6 = 0function : l =r

-- (l +2)(1-3) =

0

so the lanut is either-202 3 .

Nouve need to show that a hunt exists .

First we mote that : a mestee is an increasing

function . Alo ur=1
,

M
1 = 7 No <I ..

and by immediate induction (un) is incleasing .

so the limit is eather 302+ +0 ·

If you can stoutis bouded me one ob .

B f(90,
33) < [0

,
3] no : neIN

,
une (0,

3]



Some facts that we will use

+ Afanction : I-s IR is continuous at 50tI iff
lim flan) = fluol for every sequence ant no

.

n-st s n- +O

+ Let a
,
L-CRUS-1 ,03 f : /R ->IR

him flal=Lift for eney sequence aulnoir
R- Ch

such that lim am = a

nos to /

o flan)=2

In general me will not apply the definition to calculate
lints but will use these results that you know

fam before : (Phow ! (

Let Canintin ,
(bulneiw be convergent sequences ,

suchthat : lim an= a
, lin bu = b

n-+s mest A

Im Cantbul-lim an thm bu
ne+ n-7 D r +

um lanbul = ab
n- st 1

ifbtoo = * etc..



Companison

Suppose that lim an and lim by exist (they mayh- t s histo

be +sor -3) .

Then :

If there is no GIN such that

formno
/
anbr

-

then lin an lem bu
n-to n-+D

"Squeeze" theorem I Theorime des gendarmes
If Can)

,
(bu)

,
Coul are three sequences :

and I hu an= lim br =LE IR
h-st 1 a- A

② these is notIN
, such that :

for all nc- no
,
an (n bn

then lin Cr excists and
n- sto

live (m = L
.

n-+

ample : if him lank= 0
,
then-kanclant

-SAA

So live an = O .

histo



Algebreic tios and limitsopena
It would be really great if to calculate the
limit of an expression we could just split it up
into parts that have a known linut and then

just apply algebraic operations to the limits
This works fou finite limits but me sometimes un

↑

into trouble when we hy to include + s and - I

en

Addition table NO

NUMBERS
lin an
n+ +

3

dimba aGIR +D --
mer

bEIR a+ b +S - S

-+ S + 1 - -
----- - ~ -

S

The equares o are indeterminate forms -

we cannot extend "continuously" addition to

include +&-

Eg .
an= line an =

+ 1 datbr = 0
rests

-

bu = = 1 li br =
-

1 I so lim antb= 0

n-st d hist

but if you look at en = -n+1 then lin En = - D

histo



however / antbr=110 him Gutbul=1
n-+

Multiplication table

line an

mett ↑

limbe 0 970 a<O to -

mett

- -- -0 0 O 0
- --- -

b>oo ab abts -

b<0 0 ab ab - D + s

+ X +
1 - 1

+ e -
0

-
-I I - +01 - 1) + -

~

Example- L
an=

n2 lin an = 0 ambr- d
n-+

bu =

n li bn = + 0
E

n-to

However :

an = t line an = 0

ambr = 1 - 1
n- + s

m-3+ 1

br = n lin bn = + 1 -

n-2

The Indeterminente forms have to be dealt with on a

case by case bas is



l'Hospital's nule

Azule that is sometimes invaluable is /Hospitals
sule .

top Let f and y be differentiable functions

and suppose that f(a) = g(a) = 0 then

lin f(a)
is indeterminate of the form--

a- a g(a) 0 : S

If fal to and gal to them
,

i = Et
proof f(x) - b(a) x-cf(x)

=-
f(a)--

-

q(x) g(x) - g(0) x- agG1-g(a)
-

meaf Lisea
I'(a) I

gi(a) :



Empleo him n f(x)=-in(a) fb)= 0
I

x- 0 g(x) =

x g(0) = 0

f((a) = cas(a)
, f((0)= 1

g(() = 1

d'Hospital's cule -> A = 1
.

Therefore : him nan(t)= lnust s

-=li
because new

= 1

bon = 0



1) Socies
(I II

A ecries
,
written Sam is the data consistiy

UEIW 3

ofDa sequence of vals Caulneiw known as

the general tarm of the series

② The sequences of nantial sums : Sw= an
.

We say that a sequence converges if (i)New

converges to a finite linit ,
and ase

↓ A

Ean= limme write
w-te

SN .

emples : Sit .(l) does not

converge



Special case- Series with non-negalive terms
Assume that the general tom of San

a 0

is such that : UnEIN
,
an C 0 .

It follows that the sequence of patial surs

is non decreasing and therefore the

lin SN exists in IRU[+04
.

N-St -

To prove that such a sequence converges

I is necessary and sufficient to show that

IMEIRY
,
FNEIN

,

0 SN-M .



Fundamental example : Geometric series

Let 9 20 . Consider Equi
a /N

941

canme determine the sum ?

N+
SNAT 119192+ ... + 9

magic Sit - 1 =

9 SN .

Sw"gNtl - 1 =

9 SN

(1-q) SN = 1 - qNtI .

N+1

18941 /SN=
9

some can study it directly :

if 931 E SN - + D
-



if 9 < 1

=) tewero
aet
ifocq

E:Et-t=2 .

if 9=1 what happens :
Sw = N+-c+1

.

N-st s

Criterion for convergence of positive sequences

D Common error (please don't make it !(
If ( an) converses then him (Sw - Sw-1) = 0

-+D

but Sw-SN-1 = an so lin ap = 0 .

N- ! s

The tem general of a convergent series necessarily converges-

to 0
,
but thes is officient . in particular:

/

t diverges -

-

R = S



Et diverges lusing the "integral" totproof that ni

⑧I can't calculate the partial surus I but Ican

estinate them !

The map et I is decreasing on RR
,

to

for any et[inti],
n+ 1

↳int=1"da ( " Ide )
,

a = ↓

Butif leur over this inequality :

N N

Et E) de E
n= 1 en

IN+ dx = In (NH

therefore for any NeIN ,
lu(NA)- ,

since liv en (N+) = +

N-ot

tim = to -

N-s+& n = 1

The series diverges to +S -



Divergence test

If amen does not converge to 0 them

the sovies Ran) nein does not converge

The converse is fate -



BASIC COMPARISON THEOREM FOR RIVE SERIES
-

Recall that to show that

a posine servies converges
-
>

-

it is sufficient to show that the partial sums

are bounded .

Thun : Suppose that there is a constant M>0

and a lock no such that

for every <-no
.
0 an <Mbu

then Q Iby conveges -> Eanconverges

② San diverges -> Ebndiverges.

Roof ① If · anMbn for <no

and ([bn) cr
them · YanMbnm br

n=

no u=no n=no

Therefore the patial sure of the positive series

Ean) are bounded and so an <+0 ·

nano n=10
+P

therefore an=an+Ean +D
n= 10



② Similar argument .

Remark If -an <Mb fornzno

and bu= + 1 then this irequality does not
n=

teach us anything about an) . Similarly

convergence of ant does not tell us anything

about (bn)



The series (no) , PERR
We will now increase our population of examples
through the study of the series (ino)
This will illustrate some of the techniques .

Case 1 Po

If P -
> then the sequence (no) does not

HEINA

converge to geno , by the Divergence test , (io)
does not converge . Since they are positive series

they diverge to +o-

That was easy ! So me restrict to po



We already know from last lecture that

Et diverges to to . We shall now

nx

ty to apply on Companison theoem to

study some cases .

consider the function o defined by f(p) = to
=épenn

where iII is a fixed integer

since flpl=-tel to ,
since a <1

,

flp)<0 and to the function o is decreasing .

In particular if ps 1 then

f(1) < f(p)
ie I to



Since in was fixed but arbilary this shows

that for all nxI
,

and all ocp-

· to
Since we know that =+1

, by the
n= 0

comparison theoem this shows that :

When 0<p1 , Sto = te

However
,

we learn nothing about the case p>1 .

For this we need another argument ...



The case p>I

We shall repeat the argument me used for Et .

The idea is to compone the partial sans to

I
which me don't know how to compute , to/" t des,

which me do
.

"We will ty to squeeze tu

between two tams of our sum" . For this

me consider now for p>l fixed but arbitary

the function of defined by f(x)= I =x-↳P

( >0)
,
then f(() = - Px

- (P+ 1)

I So

I is decreasing on (0 ,
+1) = IR*

-



In particular , for any xe[n
,
ntil

,
where rs

is an abitory integer ,
we have :

t .

n

Integrating from i to nt1 me find :

Infisode -> /oint de de

- I
- no

-I
So ! c /A de i
for every n=1



Now me sum these inequalities up to NEIN

EntE der -En

But : Inde = /N
*

de

Therefore.

Satiso (N
*

der -En to
N + 1

No : (Ntax = (pico-]
I

-tityp- +p
since pal him I

Next WHIP in
me see that the middle terne has a fuite
limit when N-sts .



It follows now from the first irequality that

Entio= =to-1
a = 2

is bounded . Therefore as it is a positive series

Et +D when >I



classical tests fr convergence
of positive ecies

In general since me cannot calculate pential surs we

will use ou comparison theoem and known examples
to infer convergence or divergence of arbitary
nositive series The following tests summerise the

most used arguments .

Test 1 : The limit test
--

consider two leventually) positive series (Ean) ,
(Ebu)

suppose that
:

mer

= L ER 603lim

Then:

if L +*
thir San or if Ebncr .

if =+1
, if Ibn diverges then so dies San

Ramk : if L30 and finte then San cr Ebn

CV -



Example : E,

sin(e) . This is a positive

series and so we will compare outh [te using
1x

the limit test : an= em(r) br=
2

- nan (2)

Mis misin(t) = Mm = 1

therefore snce Ete converges [ su (ne) converges
ni n2 1

by the linet test .



The next tests follow by companing to geometric
sevies

Test 2 : Canchy's root test

Consider a positive series San
.

NEIN

Suppose that him
note

ant= e

If ?I then the scries converges

If P > 1 then the series diverges

If p = 1 the test is inconclusive

Remark Try to apply this test to En and En
-

to see why the case =1 is inconclusive .

Remark Note the resemblance between these cases and
-

that me fond when studying Et 950



Test 3 D'Alembert's natio test-

--

Consider a leventually) positive series

suppose sa = ther :

+ if PC the series converges

+ if I the series diverges

+if= 1 the test is enconclusive .

Example S
an=1Int n !

n=0

-> 0- n-st

Therefore by D'Atembert's natio test on converges .



Examples of application of our criterion .

~(For) , G) Esn())
What can be said about these series ! 1

THEY DIVERGE

by : The general tene does not converge to 0

=> Begin you study of a series by frst checking that
it doesn't grosty diverge

If the general tam converges to 0
,
then now we

lave to start somework :

Ex- CEsniz) -> general tum converges

to 0

The lint test (compare with [its) shov that
this series converges .



It turns out we can in fact calculate this sur it

is a telescopic series
.

Since the general tam is a national function
me can do a partial fraction decomposition .

min-s-attines - it

-It El

fore : For N=3
so Ican separate-Ete

Sr= In tie -E

n= 3
-En Swate-erSwse=(Est

n = 1

--= + -

+ 1]



-=I) - arc-n)
ware
I

therefore Essais =1
4

Remark : This computation also proves convergence
-

-

E2 : (nEss)
This is a slight adaptation of a geometric series

Since 2 = (E) Et
<I <1

So it is the sum of two convergent geometric series

it therefore converges
.

no worles

here as

-Et l I everythinga= 3 n= 3 es positive

-EEEE)



Therefore : = (El (i) "Il
-(ET = + (l)

=+

-(32
+

135)
-(2) = I



These are a few ave cases where we can evaluate

the ourn immediately ; in general me can only talk
about convergence ·

Example 3 [In(+) converges by thelaes linet fast .

Example4

((i
*

) I the linet test

doesn't work but :

of 2
so by the comparison theorem E () converges

Example 5 !
a= 0 (n !12

Lets by AAlembent's test

:

(22+1)!
2 -Chatel e

4*

2n) !

so diveges



General culture stictings formula ! an ()"
n-to

↑ the ratio

Eamples (EtaY -> noot tat converges tol .

(a+ 1)b 2 - lan
T

o - wise
- 0

Therefore E converges by Cauchy's) not best

Examplet E atni
Ilan

i - n*= entai - e

=un) - ettun-nenn)
neaw(1 -renn(1-ut))=e - e
-

-

1S
0



The general ter

convisages to
o Solution

Gr +Th =

e

- lut-n *) loot teeb

- lat +all-irtun(l-nel)
=e

so tem (n2n)t= <Inest

I
Solution &

1 - nu lineit test
-

In

↳
Ilun-nenn In /tan-luatI

An
=

e I
2

-8

ne+

he m = I in i
Since [t converges so does Ent

XIl n = 1M

Every case is different : proce



APPROXIMATING THE SUM OF A POSITIVE SERIES

Ingeneral, me cannot determine a famule for
the sum of a series Although we cannot

find an expression for the partial sums we can
=-

evaluate them numerically .

↓S

Since
, by definition ,

him an- an=

N-S+1 d= 0

we know that lim 1 -ew)=1Eanlie
Nest s

sofalarge enougheNul e les
anaa et

But to do this we need to detamine what' large
enough means

"

Therefore me would like to estimate (en)
for langeN . In this lectine we will present

two methods for this .



⑦ Geometric bounds

If Et is a convergent geometric sents
Tr

d 2 R V

lailwe can calculate its
or remaindel .

I1
-

qN+ -You should

qu --
↑

know how to
a=N+1 1- 9. Gud this forst

whilst it is not particularly useful to use the

partial sums to estimate the sun in this case

Iwe know it explicitly ! ) It can be useful for

getting bouds on sums that we cant calculate

but that we can compare to geometric series

This includes series to which me an apply the
loot or natio tests . To see this let us study
the poof of this test -



Ant IProof of the natio test in the case
a &21

suppose - an =0 FocallneN .

choose a number <q<1 and note that these

is NEIN such that
(138

I

for nz No0 <9 29 !
-

an

then fall n = No ant1 & pan

hence for all HEIN /
o- aNtn <9"aNo (8)

0

This concludes the proof of the test butwe can exploit
For any

Ny No further

↓ te

ox [an = [ antro nano
a = NH n = NH1- No n= N -No+

1

0 San ↳ 9
N-No+

aNo
a= N+1

1 - 9



2 cloices in this formula - 9
- No

Example : Ent
, = I tabeq=I

n= 1 a+ 1

we see that for all -1 ⑨ 1 in No=(
2 I

some can apply the above if N=I

+ I

Et -> (x -

I
n= N+ 1

n ! 2N-1

we could in this care get a much better enonestimate if
take -
I then No =

N andwe have9 N+ 1

En , it r

N+ 1

N .B In the text book , they calculateEn!
so using the above estimate it != int



Remark : The proof of the noot test is
-

almost identical to this andone can

devine similar bonds :

Proposition
① Take P<q<1 I find No such that forall

n= No
, Can < 9 I

an<q4 if=no

↳s

then
↑s NH

so tr NINo
,
0 E an [9

M

- 9

n
=
N+1 n= N+1 1 - 9

Example nos (i)= et
decreases to 1

4-
& casierb

d estimate
.

lets take q =4, -
*

= 9 > MIN =No

Hence
,
an

- 4(-) E,n = NH



⑬ Integral bonds .

Thi Let f:R F -SIRI be continuous

non-negative decreasing function .

Consider the positive series [f(u) them 1

n21
~

① for every choice 04N1M N ,MEIN

MH M

* f(n) - /fla)dee S [f(u) (IE)
n = N

r= N+1 N

+

② [f(n) <+ if and only if !
"

Sculdres
n = 1

Roof : see the study of Etr .

if Pfnl<tO sending Nest M (IE)

1

Stade e * fin) - (N f(a)de
n= N+ -

- AN
ANt



Worst case if we use 
an arbitrary point in I

This tells us that S-Et() is in
the interval

: [SNtANH ,
SNAN=I

Therefore any number in this interval approximates

S with enor at most AN-AN+1

aparticular , ifweuse-
a etEtataentre

slightly better estimate than SN .

↳inal---------- S is somewhere

SN
SN

SNANt I
S

*

r SNAN in the interval .

[ -
Worst caseenor = An if we use Sir to approximate S .

S- SA = 3- SN- A↑

N

therefore :

-

AN-ANA -> S-S An -ANtI
-

2 2

whereas our best upper
ie IS-5411 AN-ANAI

N bond on S-SN is

2 -

0 Anti< S-SNCAN



-

Eample En f(al = to pol

SidaErino/ de

Faisp--Etp - 1 NP-1

t+SN -

SN

so to is in the interval [ It it to IP-I(NHP-1 p-1 N

SN estimates to with enor at most wo
Lets take p

= 5
,
N= 5

I

S5 estmates Eno with precision = 8
, 0004

!

St estimates Ento with precision 10,
0001

S

it converges fast !



-Series with arbilhay general tam

⑪.
It is no longer sufficient to show that
the partial sums are bounded

The divergence test still aplies .

K Elris does not convinge because the generalMEN

tem does not converge to 0 .

N.B. Some people use quite liberally the term
divenge and will say whi divenges and

in direrge
to infinity .

Ipefen to resuive the tam "diveage" for series that

divege to Is



S2 >O

e -

Example = 1 - 1 + 5 -+2
-
-

<OSi S4e
So Se <S4 S3 S, 53

what me notice is then that :

(Sew) is increasing and (Sentil is decreasing

S Sawic-Saw=ant-+2
> 0

Serts-Sent1-ants
is

0

Additionnally , SentI-Sew= > 0

and d Sent-Sew = 0

(Sewl and (Senti) are ADJACENT SEQUENCES
,



increasing ↓(enti) decreasing
· Saw Senti S

, frall NEIN

=> (en) converges by
the monotone convergence

theorem

Similarly : Sa L Sen -S 2N+1 for NCI
- -

(en) increasing decreasing

Therefore (Seati) converges by the monotone convergence
theoem but :

of lim Sarti-Sew= him Sarts-tim Sew
N-stD Nat West d

Therefore they converge to the came limit !

Conclusion (wbwen converges to this nut too !

=> E converges !



This is the mototype example of the following
therem

Theorem (Alternating series theorem)

Let Canineir be a decreasing sequence of
positive real numbers that converges to 0 .

then the alternating series : [(i)Yan converges

Proof : Exercise .

--

Example En convergen

Indeed ant eth ,

In is an uncreasing

function on (0
,
%01

, therefore if =2 ,

of un < (u(+1)

-> anti = entati in an fornzz .

Since lim
I

neto lun

= O
,
the alternating series converges .



Remark Theoem still applies if the hypotheses
are satisfied after a finite number of terms .

e. g . E("sin (*)
120

ap = Sin 154) = 0

a = ein)- ) = bin (25+E) = 1

az = en (S) = an (25- ) = - en=-
as = xn() = an(π +E) =-
94 = an(π) = 0

as = an(s) = an(t - ) = I
as = -(*) = 0

,
78> as

(-0. )

but for ne-9 ,
- [0 .1] ,

where sin is

increasing , therefore (an)= (1 ()) is deceasing for no9 .

I

some write Eti"sin() = Et Emil)
n= 0

17 10

e-

convergesGrute sum

by the

theorem



What happens if it is not alternating ?

Definition A series (Ean) is said to be

absolutely convergent if the positive series

↳lank) converges .

Ex : Ite converges absolutely ,

E(r) does not-
T

Theorem : Absolutely convergent exties converge

Roof : smitted
,
relies on the completeness of IR .

Example : Equ ,
19k1

neIN

converges absolutely and therefore converges .

WARNING : The Converse is FALSE
.

[ converges ↓ diverges



Series that converge but that are not absolutely-

convergent ase sometimes called semi or conditionnally
convergent-

THE GOOD NEWS : To show the convergence of a

series San
·

I an ty to show that it

converges
absolutely and study the positive series [lanl

.

I CAN APPLY MY CONVERGENCE TESTS TO THE

POSITIVE SERIES Elan) .

Example : I cas
n=1 n

We test for absolute convergence

0- +
44

therefore e converges absolutely and therefore

converges



Divichlet's test (not in book)

Consider a series of the form [ambu
no

Assume that : · Can) is a non-increasing sequence converging
to 0 .

· ICEIR: 1 bul
0

then Exambu converges .

of Discute integration by parts
"

Bu = bu B-1 = 0

k=0 I

aubr= Nann-Bri
n = 0

N-1

-Yann - Antin
RE0 n= 0

N-1

f=aNBr Ean-anilBa

=ANBw t WElan-antlBr
e a=0

-

↓
Converges absolutely

0

Not
⑪



N-1
Nat

Ellan-ami(/(Bu) <> < [a-ann) = clo-ar
n=

0 n= 0

The enor estimate :

* ambu= an (Br-Bn-i) = YanBr-antir
a= Mt 1 n= MA n= M+1 n= M

=arBN-amtBM - annlBn
n= M+ 1

1 1 = /anBr-amtiBM - lan-antiBn)
n =M+1

Istanbul Glam

ample inst .
See tutorial

.



POWER SERIES

History : The modern theory of power series began
in fact with Newton

,
who even considered

it his greatest mathematical discovery

Other important names
: Abel

, Cauchy ,
Eules

Motivation : Define new functions by considering

series that depend on a parameter (09n() ·

Applications : "solving differential equation
"

If me consider the set T composed of the values

for t for which (E9n() is a convergent series

one condefic a function fH=EanH ,
ACT-

Serenal natural questions : what is I like ?

Does o haveany
nice properties



Example Let us consider the exponential function .

Reall that it is the unique solution to :

the "Cauchy" problem y
=

y(yco)=1 .

By the fundamental theoem of analysis :

er = 1 + Jetdt
[ integrate /

however
,

we may integrate bypart to find :

er = 1 + x + (Ya-tetdt

Repeating the trick :

ex = 1 + x + + 2)Ya-t etdt
and again ...

ex = 1 + x +2 + +-teldt



1000)
e
a a

n= 0 n !

Does it make sense to continue the process

undefinitely ?

Def A power series is a series depending on
-

a parameter t of the form :

Etant")

Remark
:

It looks like an infrte" polynomial ...

E tith ,
let us study its convergence

FA AERRY then we apply the latio test to

the positive service . Helt
-> 0a - I
avo

for fited to



So onith converge absolutely thefre converges

for every fixed t EIR . (convergence for to is obvious

We an do better
,
a prion the way it is converging

"

may depend on t
,
but en fact :

20 R>O
,
OCIKR

,
then :

- -o

n-7

But nor this is am on the disk of radius R .

So the way it converges ,
in some way is

simular for

everyt in the interval (-R
,
R) -



All power series exhibit similar behavious

↳

Rop Santh
, suppose that fisome to EUR

the series converges them for all R<tol ,

Santh conveges absolutely for all(t).R

Proof anto"->0
,
let MCO and coos notIN

- n- + s

such

thatforeneynote nlaral-M ,themeet
general tom
ofa convent

sequence .

I

Remork
:

These means that power series converge
an

intervals of the form /-R .R) .



The above motivates the following definition :

Definition : we defin the radius of convergence of

a power series to be :

R=

sup [181 ,
Sany" converges 3 .

R gives the sige of the largest open interval

C-R
,
R

,
on which we have absolute convergence .

N . B . We do not know what happens at the

endpants .

The problem of finding R is completely volved

Theorem (Canchy-Hadamand Let Earth) be

a power sevies ,
then :

I -limsup lant= infoup lant .

R n-ra
MEIN n = m

In particular, if latt ests them -blant



an=1 fralla
L

Example: R=+O
,

*, R= 1
-

we even have Ear- is ,

IK1
.

We have answered the question where do power

series converge
?

Now we answer the question
about the properties of the sum :

Theorem Let Ganth) be a power series

with edius of convergence given by Rx0
.

Let

84) = Canth ,
ACFR .

R them :

① t is a continuou function on (-R ,R

② f is differentiable on (R ,
R) and :

8( = Enanth"=Dant"
d

we can differentiate tem byterm ,
like a polynomial .



Example : We shall show that e tiser .

Defre f(a)=E , by the theorem

we have : fal-ie=f
Furthermore

, flo)=*= 1

so SE , by uniquences :

ex_Si

Remark : The theorem tell us what happen on the-

open interval (-R
,
RI .

Romank The theoem also tell us that differentiating-

does not cause the radius of convergence
to decrease -



Example : cas and sin cambe expanded in series . To

have an easy way to renumber the famulae

We allow ouiselves to work in K

& = Satib,
a ,beRRY =

- 1
.

It4 , Igl= atb

eixe =cos(a) + ixin(a)

↓S

l

in E-La En ce +Eetet e
split into odd

an even pauls

using i?-1 ,
me find.

eix +i
p= r Cpar 2p71) !
e e ↑

cos(x) sin(x)



26 Sept
-

Algebraic operations on power series

Let Fant" but be
power series

no

with nadii of convergence Ra and Rb
.

Let ER
,
cto (c=0 is trivial)

① if be= can then canth=cSanth-

bu

and Rb = Ra

② br=can then Rb= B

③ The radius of convergence Barb of Elantbulth

satisfire ,
Ratb I mn (Ra

,
Rol and if

Il <mun (Ra .
Rs) ECantbult" = Etant + "Ebuth .

r=



Multiplication of power series

Theorem (Meter's) Let (E) and bul be
convergent

two V sevice at hast one of which converges

ABSOLUTELY then if (n=Eamburt ,

En converges and :

UTO

E- = (a) (Eb)

N .B . Its like a distributivity" poperty .
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Roof of Metten's theorem Assume lank s

Letus first investigate the partial sume of En

#NEN
, * ch=EEamburr , to recute this

n= 0

finite oun it is informative to represent the terms

on a diagram : k .M= n

we could also
&

·-

&

sum row bynow I ·asbo ↑
- i

ambo

-> aa-

->
· a,boab·

au

->
& & I·obo aubi abz Gobn

In
de

we sum column by column

therefore: Sambure-amburk
een

N

↑ k= 0 n= 0

meindex

Now morally we want to take N-st's



but it is elightly more complicated .

Set
:

A = an B = San
n= 0

Fir [EIR,

amburk = an

e

b
N

-Wan B+San)on-
A

a= N-k+ 1

=(an-A)B + AB + b
↳=

ar

n=N-+ 1

1a AB) 1 an/B+ / am en INH
e

canbemade problem this
sall is not necessaryetherE sall

- -> + Eau meil



Now the trick
,

we introduce NoGIN
,
and write :

allEmbrl + autre
nowthewalttem
in this sun is

-> (Es(an) B N-Not - + D

N-St

since [Parl+0
,
ther is N

,
such that if

k= D

No > N . "lau) < ·

Some * Nos N
,

K= No

now for ang
N large enough N-NotI I N2

where Ne is closen such that InEmbule
forall MIN2 .

Now it

followthat forany ou en
n=

0



Application Multiplication of power series

Apply the above with Sant and [but
n>0 R2 0

the radius of convergence RI
min (Ra

,
Rol

and : (at Enth) = Eambur)+m
for Al< men (Ra ,

RD) -

#B same rule as for polynomials !

Eample edet = exty

Iext-E En
Merten's

thsam

But (Binomial theoem)
, Cety)=E(â) atyorth



The fre :

et= EnE(m) sign-e)- Erneset

Integration term by term

Let flal-anse" be a convergent power

arries with radius of convergence R>0 .

Let se <R
,
them

"AHdt = angt= Fat e

n= 0 nH

and the RHS is a power series with radius of

convergence at least R
. (Actually it is RI

- You can integrate tom by term



Example Recall that :

1 -s lak--

1 - x n= c

using the
theorem we can say that

:

1

ant= S-full-a) = 4 -
n=0 n+1

we can deduce that for lak1

H

(((x) = " -De
n=

0

oh but wait fr x=1 the RHS is the conditionally
convergent alternating ecries !

n=

and the LHS has a limit x--1
,

lu(2)

can me take the limit as 1 and conclude that

en 2 = Et ???



IN GENERAL
,
WE CANNOT TAKE THE LIMIT

- but

it turns out this is okay .

Theorem (Abell Suppose Santh is a power

series with radius of convergence RD0 .

Suppose that Fanto converges with FR
no

lim ant I
* antor

x- to n= 0 n= 0

proof Comitted)

Using Abel's theoem we have :

e 2 = lin htal =hucita -
x- -1

↑
RIVIALSTEP .

-
-
--



Power series centered at an abithary point a

Definition Let CER
,

a
power series centered at

C
,
is a services of the form ant-c"

-

EVERYTHING IS EACTLy THE SAME AS BEFORE BECAUSE

You CAN RETRANSLATE TO O

Set T= ↓- C



Taylor-McLanni Series

In the previous lectures we have seen that

sometimes functions can be written as powerseries .

Furthermore
,
let us consider :

1H) = anCt-d"
,
A-CKR

n = 0

where R is the radius of convergence -

Note that f(c)= do

Using the differentiation theorem iteratively we

conclude that o is differentiable to any order

an= Ac f(al is the th

devivative of
the function f

In other words the series is completely determined

by fand its devinatives at the pant E



Definition Let f :
Ins IR be an infinitely

differentiable function defined on an open
interval I .

We difine the Taylor Molaun series associated

to f centered at CEI, to be the power

series :

Se It-
e

NoBo We have said NOTHING about the

convergence of this power series which

CAN HAVE vanishing radius of convergence ·
stoppedhere
-

Dif If for some cet
,
the series has

norvanishing radius of convergence
AND

f(x) = E It-d

then we say that f is analytic near c

The theory of analytical functions is best developed
with ¢ and so Ishall ventine no further on



this terrain .

NoB. when o is not analytic its TaylorMalawin
series does not determine it uniquely

Examples afanalytic functions polyonials ,exp, cas

Sim -

The sum
, product and composition of analytic fuctions

are analytic

Example of Taylor-Molaurin series

Y f(a) = x4 xERRY
,

near I

2-1

f(1 = 1 f(a) = 20 f"(a) = (k - 1) a

f("(r) = 2(2-1)(2-2) ... ( -n+1) x
-

Taylor Molamun series : [x16-1 ...K-ntil Ital
* -

nz0 n !



Example2 , f(x) = coscat f'(u) =- sin(e)

f"() = -cos(n) f*(n) = xn(a)

I
"

(x) = 1- 1) cosla) 12 " (-1)*sinal

Therefore :

8
(a) = (2) "

. 1
***
(a)

= 0

Hence the Taylor-Molauch service at 0

is Elee e



If the Taylor-Molauu sevies at c
has

non-geto radius of convergence ,
does it

necessarily converge to I ?

NO

Considez fal={et x> D

0 Si e10

it s a smooth function euch that f "lo) = 0

for all n =o
, therefore its Taylor-Molamu series ato

vanishes
,
but fo !

~

I -
-

-

y=cz-
>



Conclusion : Two different CP functions can have

the same Tayla-Molanun series ... So even if

the
power series has non-vanishing radius of

convergence it might not converge to the function
we started certhe

flul-fer eao is co but not analytic .



When does the Taylor-Molawin series converge to

the function ?

To answer this lete try to
estimate the exor-

Taylo's theoem with integral remander .

Let o be a smooth function (differentiable to

any order on an interval open interval I and ctI ,

f(x) = f(c) + 1f)dt ,

by the fundamental theorem of analysis , integrating
by parts n times we arrive at :

se

f(x) = Ela-c+ /fant) (n t

Integral remander . RIf ,x)=1" ) Contrat

So if RI(fpe) ->O
me have

- convergence .



Example : Let f(x) = xt
,

work neat c=1

we could calculate the remander but we coninfact
do better- -> flital = LHa = estuclises
conceptual solution .

Inlital is analytic for lak) , expis analytic -

the Composition of analytic functions is analytic ; no

the power serives converges .

Another
way of dong things that does notuse the notion

of analytic functions is to look at the series units

own night , study its convergence and show that it satisfes a diffes

# f( - ) .... (2- n+1)
R

N

n20
n !

obselve that if flxl=(Ital , fe)= <Cita
-

=<f(x)
--

(It x)

so is a solution to the Cauchy problem :

E (Ha) +(2)
= 2 f(x)

flo) = 1



Note that Il il d
So R = 1

↓D

we set : I (a) = E 2(d-1) --
(-nti) se (x)<)

a =0 ↳ !

1 A

9(() = 5 6 K-1 ... (antil an
*

-
n= 1 &-11 !

g() =

+P
< (2-1) .... (-) M

E E

a = 0
n !

(Half(a) =I Entre-na" = Atalan
n = 0 n !

sont .. -mate- L
a= it

-Etant)(-
n!

=ass ben ) = 2 gaiI



Therefore , & =< end glo-

de

d(Inf) = 2d(u(x) => fe) =

C(Ha)

since flo)=1 ,
c=1 and f(a)-(ra)

This poves that :

Generalisation
of

the binomial
(ita)* =

6 K-1) -.. (-ntil se
,
bekl

n = 0 n'o
theorem

or equivalently .

x
L

-

lentil La-)" K-KK



Finding the radius of convergence using the

natio test

Rop Let Eas" be a powenseries and suppose
that to la

&
No se !

then : if L = +D
,
R= 0

if 0< + 0
,
R =1

~ if L = 0
,
R = + 1

ark less general than Canaly - Hadamand but

issometimes casier to apply -

Proof Let ostale>t then the natio test
--

applies uniforly /
and the series converges absolutely

for all lak t ., therefore RI

If lak (then again the ratio test applies negatively
and therefore REG . -> R=



To be more precise ,
the natio test applies negatively

to [lanker which cannot be absolutely convergent
if lal 1 . If it converged conditionnally at
some pant so

,
keol I then it would converge

absolutely (see Proposition at the start of the

notes on Powerseries for all - <151</sol

but this is not possible by the above application of
the catio test

So the sevies does not converge if lockI and

hence RIt asstated .



Example ta
Recall that cos

is

the unique solution of
the equation S y"

+

y
= 0

-(0) = 0

y(0) = 0

Let us show that f(x)-Etap satisfies

this quation .

Est
,
the radius of convergence ofthe power series

is R= + S -

an= I if n is even

E
o if n is odd -

Knit = 9 thiltitievered
a etlet_ en

Elle n
-> 0

M= 1

-

compare with Stuze di using that

be is increasing .



So by the Cauchy Hadamand therem b =0 - R =

As

Nor we calculate on IR .

J'al= Et
-

fila = 2!

x2(p- )

fi(a) = et ao

=ParLe f(x)
Furthermore

, flo)=1 = coslo) ,
no flal-cose

for all xAIR .



Examples Using the rules of computation of
power series to find new power series

expansions -

Power series expansion of arctar .

arcton(i) = 0
,

auctan(a) -

-
L + a 2

For lik1
,
la41 and to me con use the

geometric series -

ar= ain

now me can integrate ; for lak 1

auctan(x) =a
2n+1

Application :
power series expansion of i .



arctou(i) =

,

does arctor(il--

Hn= 0 In

-> Apply Abels theorem -

E>

By the alternatin sevies test n= 0 In Converges,+1

therefore by Abels theorem .

1
(-1

+= 4 En
Example Power service expansion of Fai
alial = stai
if lakl . -1- "

Ita

Take the devirative :

Faizz Anne enten .



Further applications of the Taylor Molauich
series

Even when the Taylor-Molauch series of a Co

function does not converge or converges but
not to the

function o , if we look at Taylor's integral
remainder theorem me see that it does offen

an approximation of 1 near C
,
which improves

as we get cosen and closes to c Pasymplotic"

Let f : I-IR be a c function Jopen ,
CEI

,

flu)=Ec(ala-tdt
If pe-21 < & ,

mall enough no that atI,

then fintil
is bouded by some MC0 and

n+ 1 "LagnageISga- M encor

We can therefore covite :

f(= Et arc +O (G-q



O(m-c
* )

means that it is afunction of the

form (a-c 9 where gis bandedmans .

This is known as the Taylor expansion of freat c to

adet R .

This can be useful fo computing lunts -

ample
=

il

=1 +0(m)
k-2-

this is abonded finction
times e

o it follows that h = 1
.

fal= a=2
,
+02

x Hos x

fal = (i)= /1- cool
↓to = -casme . 0(et



Mu

challenge : T lim Lana)" - I
ind

x Ot Hansel - tance

Lits not necessanly easy but it can be donel .

Example : tance to order 5 mean 8
-

x - x3 S
+ OCY+ x

tanx =

tus
= 55!

- - Olus)
-

for a small <III
t

canapply Fa= Sa
n=1

+O(at)
↓

5) (I - -! ) +(2)tanx = (x -
45

+0(a)))

=In - +0(at)(1- +0(a))
I la+ + Is:" it

s

+0(x)



=a +
+ 5 a + 0(a))

so ta
*

= 5 + 0(

t the e

You can compose powerseries expansions but

you only go to the order
you
want.

(n) Ittan(a) = h(1 + x +

3
+En +0(4)
15
-

something small so

2lu(e) = Ec
= -- -Ol)x + x

n= 1 n

In (1 tanze) = x + es +
-(a

+a + 0(x)

fullttak) = x +
2x3

- 24 + 0(n")5


